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t. We des
ribe our re
ent e�orts to improve s
alability of thesparse fa
torization algorithms. One su
h development is to exploit moredense operations by swit
hing to a full matrix representation towards alater stage of fa
torization. Another e�ort is the parallelization of thesymboli
 analysis algorithm whi
h is used to determine the nonzero po-sitions of the fa
tored matri
es. The �rst te
hnique redu
es amount of
ommuni
ation and indire
t addressing, while the se
ond one improvesmemory s
alability of the solver.1 Introdu
tionSparse dire
t methods play a 
riti
al role in large s
ale 
omputer simulationsof various dis
iplines be
ause they are robust and reliable, espe
ially for ill-
onditioned problems. However, it is a daunting task to implement sparse fa
tor-izations well on a distributed memory ma
hine be
ause of the need for managingirregular data a

ess and 
ommuni
ation patterns, and a high 
ommuni
ation-to-
omputation ratio. Although a number of high quality parallel solvers havebeen developed, su
h as SuperLU DIST [4℄ and MUMPS[1℄, there has been nodemonstration that these solvers 
ould s
ale to thousands of pro
essors [2℄. Thiss
aling bottlene
k will be worsened as the ar
hite
tural trends indi
ate that thegap between the 
omputation and the inter
onne
t 
ommuni
ation speeds willbe
ome wider. This motivates us to develop algorithms that has lower 
ommu-ni
ation demand and thus redu
es the bandwidth and laten
y 
osts. Here, wepresent two su
h ideas implemented in the SuperLU DIST solver, whi
h is basedon sparse LU fa
torization. Our te
hniques are dire
tly appli
able to the othersparse fa
torization algorithms su
h as Cholesky and QR.2 Performan
e optimization via swit
h-to-denseSparse matri
es are often represented in a 
ompa
t format in whi
h only thenonzero values are stored. Auxiliary arrays are needed to store the position in-di
es (integer) of those nonzero entries. In a fully parallel, distributed fa
toriza-tion algorithm, all these data stru
tures are distributed on di�erent pro
essors.
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torization, the nonzero values as well as their position indi
es must betransferred among the pro
essors. Compared to a dense fa
torization, the extra
osts in
lude indire
t addressing and many small-sized messages.For many well stru
tured matri
es, su
h as those from FEM appli
ations,the unfa
tored trailing submatrix 
an be
ome very dense towards a later stageof fa
torization. It is then bene�
ial to represent the trailing blo
k as a fullmatrix, and 
ontinue fa
torization using dense operations. The bene�ts in
ludethe elimination of indire
t addressing and transferring of the indi
es, and use oflarger blo
k size in BLAS 
alls. On unipro
essor platforms, Vudu
 et al. showedthat this te
hnique yielded up to 80% performan
e gain 
ompared to a non-blo
ked 
ompressed row storage [5℄.We have implmented a parallel swit
h-to-dense algorithm in SuperLU DIST.Sin
e SuperLU DIST already exploited the variable blo
king s
heme (i.e., su-pernodes), the payo� here mainly 
omes from redu
tion of the messages andlarger blo
k size. Depending on matrix-ar
hite
ture 
ombinations, we have ob-served 30-40% performan
e gain even using a relatively small number of pro-
essors (e.g., 32). An interesting resear
h issue is the design of a good heuristi
to sele
t the siwt
h point that best trades o� the extra 
omputation with theredu
tion of data movement.3 Parallel symboli
 fa
torizationThe purpose of symboli
 fa
torization is to 
ompute the nonzero stru
ture ofthe fa
tors L and U, whi
h 
ontains the original nonzero elements as well as the�lled elements. There has not been mu
h motivation to parallelize this phasefor two reasons: (1) Computationally, this phase is mu
h faster than numeri
alfa
torization, and (2) The analysis involves 
ombinatorial algorithms that arediÆ
ult to parallelize. Most dire
t solvers 
hoose to do this sequentially on onepro
essor, then broad
ast the results to all pro
essors. However, as larger andlarger problems are solved on the emerging petas
ale 
omputers and as numeri
alfa
torization has been made more and more s
alable, symboli
 fa
torization willultimately be
ome a bottlene
k both in memory and in time.We are the �rst group ta
kling this diÆ
ult problem in SuperLU DIST [3℄.Our parallel algorithm uses a graph partitioning approa
h, applied to the graphof A + AT , to partition the matrix in su
h a way that is good for sparsitypreservation as well as for parallel fa
torization. The partitioning yields a so-
alled separator tree whi
h represents the dependen
ies among the 
omputations.We use the separator tree to distribute the input matrix over the pro
essorsusing a blo
k 
y
li
 approa
h and a subtree to sub-pro
essor mapping. Theparallel algorithm performs a bottom up traversal of the separator tree. With a
ombinationof right-looking and left-looking partial fa
torizations, the algorithmobtains one 
olumn stru
ture of L and one row stru
ture of U at ea
h step. Ourprototype 
ode led to �ve-fold redu
tion in maximum per-pro
essor memoryrequirement. The already moderate serial runtime of the sequential algorithm isoften further redu
ed by the parallel algorithm.



Enhan
e S
alability of Sparse Dire
t Solvers 3Referen
es1. P. R. Amestoy, I. S. Du�, J.-Y. L'Ex
ellent, and J. Koster. A fully asyn
hronousmultifrontal solver using distributed dynami
 s
heduling. SIAM Journal on MatrixAnalysis and Appli
ations, 23(1):15{41, 2001.2. Patri
k R. Amestoy, Iain S. Du�, Jean-Yves L'Ex
ellent, and Xiaoye S. Li. Analysisand 
omparison of two general sparse solvers for distributed memory 
omputers.ACM Transa
tions on Mathemati
al Software, 27(4):388{421, De
ember 2001.3. Laura Grigori, James W. Demmel, and Xiaoye S. Li. Parallel symboli
 fa
torizationalgorithm. Te
hni
al Report LBNL-59031, Lawren
e Berkeley National Laboratory,November 2005.4. Xiaoye S. Li and JamesW. Demmel. SuperLU DIST: A s
alable distributed-memorysparse dire
t solver for unsymmetri
 linear systems. ACM Trans. Mathemati
alSoftware, 29(2):110{140, June 2003.5. R. Vudu
, S. Kamil, J Hsu, R. Nishtala, J. W. Demmel, and K. A. Yeli
k. Automati
performan
e tuning and analysis of sparse triangular solve. In Pro
eedings of theICS 2002: Workshop on Performation Optimizations via High-Level Languages andLibraies, New York, June 2002.


